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Abstract

Timely and accurate forecasts aligning different views of economic agents are of utmost importance in
macroeconomic forecasting to facilitate effective policy decisions. Thus, this study investigates the
ability of a reconciliation approach to align different viewpoints regarding forecasts and thereby
increasing the forecast performance specifically related to GDP forecasting. T'he proposed methodology
is based on forecasting hierarchical time series which is a collection of time series that follow an
inherent aggregation structure. The aggregation constraints can be cross-sectional or temporal
dimension. Thus, this method attempts to reconcile forecasts so that they follow aggregation
constraints in both dimensions. This property is referred to as cross-temporal coberency. As the initial
step forecasts are obtained for each of the series in the cross-temporal hierarchy. These are referred to
as base forecasts and are often incoberent. These forecasts are then revised so that they become cross-
temporally coberent. This is referred to as cross-temporal forecast reconciliation. Empirical
applications based on disaggregated economic activities of the production approach for Sri Lankan
GDP reveal that this approach brings improvement in forecast accuracy by blending different
viewpoints in a data driven way. These cross-temporal coberent forecasts align decisions within an
organisation transparently towards one number by aligning short term forecasts with long term
Sforecasts and aligning views at different levels within the GDP hierarchy. As the proposed method
is independent of forecasting models different short term forecasting models and long term forecasting
models can be nsed to reflect different viewpoints.
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1. Introduction

1.1. Background

Forecasting macroeconomic variables (especially Gross Domestic Product (GDP) and inflation) is a
leading research topic in the current macroeconometric literature as the challenges faced evolve over
time. Macroeconomic forecasts are of utmost importance for policy makers to make informed
decisions. Particulatly, to take proactive decisions rather than reactive decisions. For instance, an eatly
forecast of a recession would assist the government to move towards an expansionary fiscal policy to
mitigate the impact of a severe economic downturn. Moreover, a forecast of inflation dropping under
the target level of a central bank would give them an early indication to go for easing of monetary policy
to stimulate the economy to bring the inflation rate back to the target at the right time. The timing of
policy decisions is crucial as it is well known and universally accepted that the impact of monetary policy
and fiscal policy decisions are transmitted with a lag. This highlights the importance of accurate forecasts
as policy decisions must be timed in such a way that their impact is transmitted to the economy when
it is required in order to obtain the intended results. In other words, policies are implemented today for
forecasted future economic situations. Thus, improving the reliability and accuracy of macroeconomic
forecasts is vital at this stage. Ample sophisticated forecasting models have been developed over time
in macroeconomic forecasting literature, both in univariate and multivariate settings. The most
prominent models include Dynamic Stochastic General Equilibrium models (DSGE), Dynamic factor
models, VAR, and Bayesian VAR. In these models, GDP is commonly modeled in aggregate form.
Focus on modeling and forecasting disaggregated subcomponents of GDP either based on the demand
side or the production side is very limited. However, this area has recieved growing attention in recent
years with studies such as Hahn and Skudelny (2008); Barhoumi et al. (2012); Esteves (2013); Higgins
(2014); and Heinisch and Scheufele (2018) which mainly focus on exploring and comparing the accuracy
gain of direct GDP forecasting and disaggregated GDP forecasting using a bottom-up approach. This
approach involves forecasting the most disaggregated series and simply adding them to form forecasts
of the aggregated series. The bottom-up approach has the strength in a way that it does not lose
information due to aggregation. However, it only uses information from a single level of aggregation
and ignores any correlations between the components and aggregates. In addition, this will perform
poorly if the disaggregated series have low signal to noise ratio.

1.2. Hierarchical time series

A collection of time series that follows an aggregation constraint is referred to as a hierarchical time
series (Hyndman and Athanasopoulos (2018)). For example, contemporaneous aggregation of GDP
components in the production front which is a supply oriented decomposition of the value added by
economic activities based on the national accounting methodology (European Commission,
International Monetary Fund, Organisation for Economic Co-operation and Development, United
Nations, and World Bank (2009)) is a cross-sectional hierarchy with aggregation constraints imposed
via national accounting identities. There is growing literature which focuses on forecasting such a
collection of hierarchical time series with the aim of ensuring that forecasts adhered to the aggregation
constraints across the hierarchy. That is, the sum of the disaggregates should be equal to the
corresponding aggregates. If we consider cross-sectional dimensions in the context of the GDP
hierarchy, the sum of the forecasts of the economic activities should add up to the forecast of GDP.
This property is referred to as coherency (Kourentzes and Athanasopoulos (2019)). Forecasts that are
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generated separately for each series in the hierarchy are base forecasts. These forecasts may not follow
the aggregation constraints of the hierarchy except in the case where forecasts are generated by a simple
nafve method. The process that adjusts these incoherent base forecasts to be in line with the aggregation
constraints in the hierarchy is known as forecast reconciliation. Forecast reconciliation with cross-
sectional hierarchies will align lower-level operational forecast with strategic forecast at higher levels.

1.3. Temporal hierarchies

As explained by Athanasopoulos et al. (2017) temporal hierarchy can be computed for any time series
by using non overlapping temporal aggregations. For example, if GDP series is observed in quarterly
frequency, we can compute semi-annual and annual levels to form the temporal hierarchy. Forecast
reconciliation with temporal hierarchies will align short term forecasts with long term forecasts.

These forecast reconciliation methods have been proven to produce coherent forecasts that adhere to
the aggregation structure and improve forecasting accuracy (Hyndman et al. (2011); Athanasopoulos,
Ahmed, and Hyndman (2009); Hyndman, Lee, and Wang (2016); Wickramasuriya, Athanasopoulos, and
Hyndman (2019); Athanasopoulos et al. (2017); Kourentzes and Athanasopoulos (2019);
Athanasopoulos et al. (2020)). However, most of these studies focus on cross-sectional reconciliation
or temporal reconciliation separately. To the best of my knowledge, the only studies that consider both
these dimensions of reconciliation are those of Kourentzes and Athanasopoulos (2019) which introduce
a two step method to generate cross-temporal coherent forecasts for Australian tourism, and Spiliotis
et al. (2020) which attempts to sequentially combine multiple temporal aggregation with cross-sectional
hierarchies related to electricity consumption.

1.4. Forecasting cross-temporal hierarchical time series

Forecasting cross-temporal hierarchical time series is challenging as forecasts need to adhere to both
cross-sectional and temporal aggregation constraints. This is referred to as cross-temporal coherency.
This property is important as it enables the forecasts to reflect real features of data. Further, coherent
forecasts will enable aligned policy direction with one unique view.

In the context of GDP forecasting, it is vital to have forecasts that adhere to both cross sectional and
temporal aggregation constraints for aligned decision making with one unique view on the future
economic path. A recent study by Athanasopoulos et al. (2020) focuses on the application of cross-
sectional forecast reconciliation using income and expenditure approach national accounting identities.
However, to the best of my knowledge, no study has explored the accuracy gains and aligned decision
making that would result in using cross-temporal reconciliation in the context of GDP forecasting. This
research attempts to address this gap by proposing an alternative direct approach to the two step cross-
temporal reconciliation approach introduced by Kourentzes and Athanasopoulos (2019).

1.5. Objectives

The main objective of this research is to explore the application of the cross-temporal forecast
reconciliation methodology in the context of GDP forecasting. In this regard, we consider an empirical
application which focusses on Sri Lankan production approach real GDP to obtain coherent forecasts
while improving forecast accuracy. The motivation of this application is to explore the ability of this
method to produce coherent forecasts which improve forecast accuracy compared to traditional
bottom-up and direct approaches.
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The contribution of this study to existing literature is significant in several aspects. First, it extends the
cross-temporal forecast reconciliation methodology to macroeconomic forecasting. Further, it will
strengthen current forecast models with the addition of this novel approach to GDP forecasting.
Moreover, it will produce GDP forecasts which are coherent across all the sub activities as well as across
time. This will align the short term quarterly projections with long term annual forecasts and facilitate
the exploration of detailed sub activities which are drivers behind the forecasted GDP growth. It
provides a better understanding of the current situation. This will facilitate policymakers to identify
economic activities which have significant impact and focus on specialised policies to address specific
economic activities under consideration. Methodologically, the exploration of the alternative direct
approach to the two step cross-temporal reconciliation approach introduced by Kourentzes and
Athanasopoulos (2019) will extend the current literature in this area.

1.6. Outline

Section 2 provides a detailed review of the literature on cross-sectional and temporal hierarchical
forecasting approaches developed over time. Section 3 elaborates on the current methodology of
forecast reconciliation and introduces the direct cross-temporal forecast reconciliation approach
developed in this research study. Section 4 focusses on the empirical application of cross-temporal
hierarchical forecasting for Sri Lankan GDP. Finally, section 6 summarises the conclusions of this study.

2. Literature review

2.1. Approaches in forecasting hierarchical time series

Earlier approaches in forecasting hierarchical time series mainly focused on selecting a single level of
aggregation and then these were combined in a linear manner to generate coherent forecasts for the
hierarchical structure. Top-down and bottom-up are two approaches prominent in literature (Syntetos
et al. (20106)). The bottom-up approach involves forecasting the most disaggregated bottom-level series
at the lowest level in the hierarchy and using simple aggregation to obtain forecasts at higher levels of
the hierarchy (Hyndman and Athanasopoulos (2018)). The top-down approach starts with the forecast
for the most aggregated top-level and disaggregates the forecast for the lower levels in the hierarchy as
needed. The disaggregation can be based on weights detived from historical data as suggested by Gross
and Sohl (1990). However, historical proportions do not reflect the dynamic changes in proportions
over time. Athanasopoulos, Ahmed, and Hyndman (2009) propose using proportions based on
forecasts to overcome this issue. Another less prominent approach uses a combination of bottom-up
and top-down approaches. This is referred to as the middle out approach as it chooses an intermediate
middle level to forecast and then aggregating bottom-up, as well as disaggregating top-down (Syntetos
et al. (2010)).

Relative comparison of top-down and bottom-up methods in different fields in literature is rather
inconclusive on the superiority of any method as conclusions depend on the characteristics of the
empirical problem considered. Research that favours top-down approaches argue that disaggregate data
are error prone and would produce imprecise forecasts due to high volatility and noise and hence top-
down will result in better performance as it focuses on forecasting a smooth aggregated series which
can reduce specification error (Grunfeld and Griliches (1960)). Research that favours bottom-up argues
that information loss is substantial when aggregating series in a top-down approach (Dunn, Williams,
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and DeChaine (1976)); Weatherford, Kimes, and Scott (2001). Another set of researchers argues that
the best approach depends on the correlation among the time series (Fliedner (1999)) or the underlying
data generation process (Zotteri, Kalchschmidt, and Caniato (2005); Zotteri and Kalchschmidt (2007)).

The methods discussed so far all have a common limitation. They only consider one aggregation level
and do not incorporate information from the entire hierarchical structure. Furthermore, as highlighted
by Kourentzes, Barrow, and Petropoulos (2019) overreliance on a single model for all forecasts may
increase model selection risk. On the other hand, if forecasts are generated independently for each level
in the hierarchy as a simple method to use information from all levels, they may not be coherent and
would fail to account for inherent correlation structure.

2.2. Forecast reconciliation methods

To overcome these limitations in traditional methods in forecasting hierarchical time seties Hyndman
etal. (2011) introduced a forecast reconciliation method. As explained above, if we forecast each of the
time series in the hierarchical structure independently, it will not guarantee that the forecast generated
will be coherent. In this context, forecast reconciliation can be considered as a process of adjusting
forecasts to make them coherent. The basic idea of the methodology introduced by Hyndman et al.
(2011) is to first forecast each time series in the hierarchical structure independently, which they term
as “base forecasts”. Then, to use a regression model to optimally combine and reconcile these forecasts
to produce coherent forecasts. The Ordinary Least Squares (OLS) approach introduced in this paper
computes reconciliation weights that only depend on the hierarchical structure and they are completely
independent of the data. Hyndman et al. (2011) and Athanasopoulos, Ahmed, and Hyndman (2009)
show that this method outperforms the commonly used top-down and bottom-up approaches.
Extending this concept, Wickramasuriya, Athanasopoulos, and Hyndman (2019) show that reconciled
forecast may be improved by using the information on the variance covariance matrix of the reconciled
forecast errors. They further strengthen this approach by providing theoretical justification and
introduce a new forecast reconciliation method which they refer to as minimum trace (MinT)
reconciliation. In this method they produce an optimal forecast reconciliation approach by minimising
the mean squared error of the coherent forecasts across the entire collection of time series which are
given by the trace of the variance covariance matrix of the reconciled forecast errors under the

assumption of unbiasedness.

The focus of all the above methods was limited to a cross-sectional forecast reconciliation setting.
Athanasopoulos et al. (2017) extends this reconciliation approach in the time dimension with the
introduction of the Temporal Hierarchical Forecasting (THieF) approach. Temporal aggregations can
be constructed for any time series by computing non-overlapping temporal aggregates. In this
reconciliation approach, the forecasts produced at all aggregation levels are combined to produce
temporally reconciled, accurate and robust forecasts. The strength of this concept is based on
combining information and borrowing strength from vatious levels of temporal aggregation of a time
series, to generate forecasts. Apart from enabling aligned decision making in different planning horizons
Athanasopoulos et al. (2017) show both in simulations and multiple empirical settings that the THiel

approach results in improved forecast accuracy in all forecast horizons.

In literature there are only a limited number of attempts which focus on combining temporal and cross-
sectional reconciliation. Kourentzes and Athanasopoulos (2019) combine these two concepts, namely
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the temporal hierarchical forecasting which align different planning horizons and cross-sectional
hierarchical forecasting which align the forecast across the cross-sectional structure to produce forecast
which are reconciled in both dimensions. This provides greater transparency as forecasts will align in
one direction when different viewpoints within the organisation are considered. Apart from this
transparency in decision making, Kourentzes and Athanasopoulos (2019) show that this method
improves accuracy when forecasting Australian tourism demand. Highlighting the challenge of
dimensionality that would result if the cross-temporal reconciliation is performed in one step, they
propose an alternative two step procedure.

Another approach to produce cross-temporally reconciled forecast is presented in the work by Spiliotis
ctal. (2020) whete they attempt to apply cross-sectional and temporal hierarchical forecast reconciliation
sequentially. Further, they emphasise that multiple temporal aggregation enables to reduce model
uncertainty and combining this with cross-sectional hierarchies result in substantial gains in forecast
accuracy. However, the sequential nature of this approach does not guarantee coherent forecast across
all dimensions.

2.4. Hierarchical forecasting methods for GDP forecasting

National accounting methodologies present three main disaggregation approaches in computing
headline GDP. These are namely, expenditure, production, and income approaches. The expenditure
approach is a demand side view which uses the national accounting identity that production equals
domestic expenditure made on final goods and setvices. The production approach is a supply oriented
decomposition of value added by economic activities. The income approach measures GDP as the sum
of factor income flows (European Commission, International Monetary Fund, Organisation for
Economic Co-operation and Development, the United Nations, and World Bank (2009)).

In the context of GDP forecasting, the direct approach is dominant in empirical literature. Modelling
and forecasting disaggregated subcomponents of GDP based on either the demand side or production
side is limited in recent literature. The focus has been on the debate on whether direct GDP forecasting
or bottom-up GDP forecasting produce better results. An early contribution in this topic is the study
by Fair and Shiller (1990) which compares direct and bottom-up GDP forecasting for the USA. They
use 2 VAR model to forecast aggregated Gross National Product (GNP) directly. Then they use
Autoregressive Component (AC) models separately to forecast each of the disaggregated component
of GNP and sum up the forecasts based on the GNP identity to produce the final GNP forecast. They
find that the disaggregated AC model improves forecasting accuracy compared to the direct approach.
Hahn and Skudelny (2008) extend the bottom-up approach to the production side to derive forecasts
for Euro area real GDP growth but do not provide a comparison with the direct approach. Barhoumi
et al. (2012) produce forecasts for GDP growth in France by aggregating component forecasts from
both the supply and demand sides using bridge equation models. They emphasise that disaggregated
forecasting produces more background information to build up the story around the forecasts.
Moreover, GDP growth seems to be more precisely forecasted using the supply side approach. Heinisch
and Scheufele (2018) compare bottom-up and direct GDP forecasting for Germany using an indicator
based approach and conclude that the direct approach outperforms the bottom-up approach.
Furthermore, the comparison of the performance of the production side disaggregated forecasting to
the demand side revealed that using the production approach generates more accurate forecasts. Esteves
(2013) studies the question of direct or bottom-up approaches for GDP forecasting using a different
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perspective. He emphasises that the choice of the approach is not dependent on the forecast
performance but the level of analysis that forecasters wish to perform and on their expertise. In
particular, the institution that focuses on short term forecasts will opt for a bottom-up approach as they
must be able to explain the reasons behind the forecasts and identify current developments to help build
the medium term forecasts.

In forecast reconciliation literature, only research that attempts to employ reconciliation methods in the
context of GDP forecasting is that of Athanasopoulos et al. (2020). They focus on the application of
cross-sectional forecast reconciliation using both income and the expenditure approach national
accounting identities for Australian GDP. The study concludes that forecast reconciliation produces
coherent forecasts and improves the overall forecast accuracy compared to a bottom-up approach when
simple ARIMA models are used to derive the base forecasts.

This review of existing literature in this area indicates that to the best of my knowledge that no study
has explored the application of cross-temporal reconciliation in the context of GDP forecasting. When
it comes to GDP forecasting, coherent forecasts are of utmost importance to align policy direction. To
achieve this objective, coherence in temporal dimension as well as cross-sectional dimension is
important. Temporal coherence will ensure that short term policy direction is aligned with long term
policy direction. Cross-sectional coherence will enable to identify economic activities which contributed
to the forecasts. Therefore, it is valuable to investigate the application of cross-temporal forecast
reconciliation for GDP forecasting, and this research aims to address this gap in literature.

3. Methodology

3.1. Hierarchical time series

Following a notation similar to Kourentzes and Athanasopoulos (2019), let y be an n- dimensional
vector containing observations of the complete hierarchical structure and b be an m-dimensional vector
of the most disaggregated times series which is often referred to as the bottom-level time series. We can
write the aggregation constraints in any hierarchy as,

y =Sb (1)

where 8 is the summing matrix of order n X m which contains the linear aggregation constraints in the

hierarchical structure in terms of bottom-level series.

For example, consider a simple two-level hierarchical time series either in the cross-sectional or
temporal dimension which is represented in Figure 1. Level 0 is the most aggregated level, level 1 is the
first level of disaggregation, and level 2 is the most disaggregated time series.

Let Y1otar denote the observation of the most aggregated level 0 and y; the observation corresponding
to the node i of the levels below the top-level. The aggregation constraints
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Figure 1: Two-level hierarchical structure
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for this hierarchy in terms of the most disaggregated bottom-level time series can be represented by,

Yrotat = YB 1t Yc
=Y¥pat¥se t+Ycat Ycr
Y = ¥Ypa + YsB

Yc = Ycat YcB @

For this example, n which is the total number of nodes in the hierarchy is 7 and m which is the
number of bottom-level series is 4. ¥ = [Yrotan Yg, Yer Vear Yeg» Year Vo] and b =
[ ¥Ba> VBB YcarYer)' and the summing matrix is given by,

where I4 is 4 x 4 identity matrix. Each aggregation constraint is represented by a row in the summation
Matrix S. Thus, the same notation can be applied to represent any complex hierarchical structure.

3.2. Forecast reconciliation

The first step in forecast reconciliation is to generate h-steps ahead base forecasts for the complete
hierarchy. Any forecasting method can be used to produce these forecasts, even multivariate models.
However, these forecasts almost certainly will not be coherent. In other words, these will not follow
hierarchical aggregation constraints other than in the case where a simple model such as naive is used

to generate base forecasts.

Let ¥}, be the h-step ahead base forecasts stacked in the same order as data y. Then, linear reconciliation

methods can be written as,

In = SGPy 3)
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An appropriately selected matrix G of order m X n linearly maps base forecasts P, to bottom-level
forecasts. Then S sums these up to a set of reconciled forecasts ¥, which are coherent. Thus, SG is

referred to as the reconciliation matrix.

In traditional methods G only uses information from a single level from base forecasts which is a major
drawback as highlighted eatlier. For example, in the bottom-up approach G = [0pyx(n—m)|lm] Where
01 (n—m) is a null matrix of order m X (n — m) and I, is an identity matrix of order m X m. Thus, G
only extracts bottom-level base forecasts from Yp, and then these are summed by S to return the bottom-
up coherent forecasts for the entire hierarchy.

Hyndman et al. (2011) show that if the base forecasts are unbiased the reconciled forecasts will preserve
that unbiasedness if SGS=S8. This holds for the bottom-up but not for top-down approaches.
Therefore, this study will only focus on the bottom-up method for comparison. The identification of
appropriate G which uses information from all levels within the hierarchy and which is also unbiased is
important for the better performance of the forecast reconciliation method.

3.3. Optimal MinT reconciliation

Wickramasuriya, Athanasopoulos, and Hyndman (2019) frame the problem of finding appropriate G as
an optimisation problem. They show that the variance covariance matrix of the h-step-ahead coherent
forecast errors is given by,

Vy, = varly — 9] = SGW,G'S’ 4)

Where W), = E[@,€,'] is a positive definite covariance matrix of the base forecast’s errors &, =y —
Y1 Then the etror variances of the coherent forecast are on the diagonal of the matrix Vi, Hence, the sum of
all the error variances is given by the trace of this matrix. Wickramasuriya, Athanasopoulos, and Hyndman (2019)
shows that the form of the matrix G that minimises the trace of Vi subject to SGS=S is given by,

G = (SW,S) IS (5)

This would give the best (minimum variance) linear unbiased reconciled forecasts and is referred to as
MinT (minimum trace) reconciliation. Substituting G into Equation 3, reconciled forecasts from the
MinT approach are given by,

~ 2 — wol A
I =SS WSS 9, (6)

The MinT approach has the ability of incorporating the full correlation structure of the hierarchy
through Wp,. However, the challenge in this approach is to estimate Wy, which is the variance covariance
matrix of the base forecast which is of the dimension n X n. Thus, several alternative estimators for W,

are used in literature.
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3.4. OLS reconciliation

Set Wy, = kI, where ky > 0 is a proportionality constant and I, is n X n identity matrix. This will
reduce the form of the MinT estimator to the OLS estimator proposed by Hyndman et al. (2011). This
simplified assumption has performed well in practice (Hyndman et al., 2011; Athanasopoulos, Ahmed,
and Hyndman, 2009). In this approach G only depends on S. Thus, this method can be used with
forecasts generated from any forecasting method, such as judgmental forecasting. However, even
though this is easy to apply, it ignores the correlations across series and the scale differences between
the levels of the hierarchy due to aggregation.

3.5. Variance scaling
Set Wy, = kpdiag(W,) forall h where k> 0 and W, = ;Zle .8, where &, is the in-sample one-
step ahead forecast errors of the base forecasts. This is referred to as a weighted least squares (WLS)

estimator as it scales the base forecasts using the variance of in-sample residuals. This will account for
heterogeneity within aggregation levels as well as across aggregation levels.

3.6. Structural scaling

Athanasopoulos et al. (2017) proposed to set Wy, = kA for all h where ky, > 0, A = diag(S1) where
1is a unit vector of dimension n. This is specifically applicable in the context of temporal hierarchies as
it assumes that each of the bottom-level base forecasts has equal error variance kj, and are uncorrelated.
In this approach error variances of the higher levels are taken as the sum of error variances that
contributing to that aggregation level. As the weight scheme only depends on the aggregation structure,
this is referred to as structural scaling. In contrast to the OLS approach this only assumes equal forecast
error variances at the bottom level of the structure and not across all levels. Furthermore, as this does
not require an estimate of variances of forecast errors it can be used with forecasts generated from any

forecasting method, such as judgmental forecasting where sample residuals may not be available.

3.7. Sample covariance estimate for MinT

Set Wy, = kW for all h where kj, > 0. This assumes W, to be proportional to unrestricted sample
covariance estimator for h=1. This is relatively simple to obtain and provides a good estimate for small
hierarchies. However, when the number of bottom-level series (m) is larger compared to the length of
the series T, this will not provide reliable results (Wickramasuriya, Athanasopoulos, and Hyndman
(2019); Athanasopoulos et al. (2020)).

3.8. Shrinkage covariance estimator for MinT
Set Wy, = k,W*yp for all h where ky, > 0 and W*;, = AWqp + (1 — 2)W;. This estimator shrinks
the sample covariances to the diagonal target matrix W*(p which comprises of the diagonal elements

of Wy. Thus, off diagonal elements of W are shrunk towards zero. As proposed by Schifer and
Strimmer (2005) the shrinkage intensity parameter ) is set to,

izj Var(fi;)

1= -
i) Tij

@)

where #;; is the ij element of Ry, one-step ahead sample correlation matrix.

10



Cross—Temporal Coherent Forecasts for Gross Domestic Product

3.9. Cross-sectional forecast reconciliation

A cross-sectional hierarchy can be defined as a collection of time series that follows an aggregation
constraint as shown in Figure 1. For example, consider a case where several geographical regions add
up to give the total number for the whole country. In this setting the time series within each level and
across each level represent different entities. Thus, we must account for heterogeneity within the levels
and across the levels. Therefore, when estimating W}, more suitable estimators would be Variance
scaling and Shrinkage MinT.

3.10. Temporal forecast reconciliation

The concept of temporal forecast reconciliation was introduced by Athanasopoulos et al. (2017). A
temporal hierarchy can be developed for any time series by creating non overlapping temporal aggregates
which do not introduce non-integer seasonality. If m is the highest frequency observed per year of a
series, then each of the temporal aggregates created should be a factor of m. For example, if a series is
obsetrved in quarterly frequency then a temporal hierarchy can be constructed as shown in Figure 2,
where the bottom level comprises of four quarterly observations (Q1, Q2, Q3, Q4) which adds up to
the two semi-annual series (SA1, SA2) in the intermediate level which adds up to the total annual at the
top level.

Figure 2: Temporal hierarchy for quarterly data

In contrast to cross-sectional forecast reconciliation the forecast horizon at each aggregation level will
differ and it will depend on the specific aggregation level. For example, if we consider 4 quarters ahead
forecasts, then the forecast horizon will be 4 when we consider the quarterly series, while it will be 1
and 2 for annual and semi-annual frequencies, respectively. In general, if h* is the maximum required
forecast horizon at the most disaggregated level and m is the highest frequency observed per year, then
we would requite h = [h*/m] forecasts at the most aggregated level. Then for each aggregation level
k, we must generate Myh step ahead forecasts conditional on |T/k| observations, where M is the
number of observations per year for the k" aggregation level and T is the length of the time series based
on the highest frequency.

In this setting as forecasts for each level are created by one series, it is reasonable to assume
homogeneous forecast errors within each level. Therefore, when estimating Wy assumptions behind
the structural scaling estimator are justifiable in this situation.

1
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3.11. Cross-temporal forecast reconciliation
In order to construct a cross-temporal hierarchy, a cross-sectional hierarchy needs to be combined with
a respective temporal hierarchy. To illustrate this let us consider the simple cross-sectional hierarchy
with one levels shown in Figure 3, where the two series B and C add up to the total and the temporal
hierarchy for quarterly data shown in Figure 2.

To develop a cross-temporal hierarchy we must consider the temporal aggregation at each of the cross-
sectional nodes as shown in Figure 4. In this cross-temporal hierarchy, there are m = 8 bottom-level
series, which comprise of four quarterly series at each of the two cross-sectional nodes. Further, with
seven temporal aggregates at cach cross-sectional node and with three cross-sectional nodes, there are

n =7 X% 3 =21 nodes in the total cross-temporal hierarchy.

To create the cross-temporal Summation matrix (8) we need to combine the cross-sectional summation
matrix (S¢) and the temporal summation matrix (S). In this regard, each of the elements in cross-

sectional S¢ need to be replaced with temporal S7.

Mathematically this is given by the Kronecker product of S¢ with St;

S = Sc &Sr )

Figure 3: Simple cross-sectional hierarchy

For example, the cross-sectional summation matrix (S¢) corresponding to the hierarchy in Figure 3 in
terms of the two bottom-level series B and C is,
11
S¢ = [1 0]
0 Tl3x2

The temporal summation matrix for the temporal hierarchy in Figure 2 in terms of the four quarterly
observations in the bottom-level is given by,

O =

Sr

11
00
1 1

*17%x4

12
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Figure 4: A cross-temporal hierarchy with quarterly data

be,

1 1 00 O7x4

074 1 1 00

I
4 21x8

If we stack all the series in the cross-temporal hierarchy in vector y and all the bottom-level series in
vector b then aggregation constraints in any cross-temporal hierarchy can be also represented by
Equation 1. In the case of the above example. We let,

Yy = [yTotalAryTotalSA1'yTotaZSAzryTotaleryTotaleryTotalQ3ryTotalQ4ﬂyBA'yBSAl!YBSAz’
!
qul!YBQz'yBQgryBQ4!YCA'yCSAlﬂyCSAz'yCeryCQZIyCQ3'yCQ4] 21x1
—_ !
b= [yBQltyBszyBQ3'yBQ4lyfql!yCeryCQ3'yCQ4] 8x1
Using the reconciliation matrix SG with G specified in Equation 5, optimal MinT reconciliation for the
cross-temporal hierarchies can be computed directly using the same procedure as explained in Section

3.3. However, estimating W, will be more challenging compared to considering cross-sectional and
temporal dimensions separately as its dimension will become very large very quickly.
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OLS reconciliation and structural scaling estimates of Wy, can be directly applied to cross- temporal
hierarchy with the developed S matrix as it does not require an estimate of forecast error variance. If we
consider the cross-temporal hierarchy given in Figure 4 as it has 21 nodes, OLS reconciliation estimator
of Wy, = kylyq, where Iq is 21 X 21 identity matrix. This is referred to as OLS in the results that
follow. The structural scaling estimator for W, with the assumption that equal forecast error variance
at the bottom-level series is given by,

Wy = kpdiag(8,4,4,2,2,2,2,4,2,2,1,1,1,1,4,2,2,1,1,1,1)
The 8 at the top of the diagonal matrix represents that 8 bottom-level series are used to construct the
top-level annual series. This is referred to as Struc in results to follow. Even though the assumptions
behind these estimators are highly restrictive they are the only estimators that are applicable when in-
sample forecast error variances are not available (e.g. with judgmental forecasts).

The variance scaling estimator of W, for the cross-temporal hierarchies can be computed in a similar
way as explained in Section 3.5 with in-sample residuals of the base forecasts stacked in the same way
as the data. For example, the resulting estimator for the cross-temporal hierarchy in Figure 4 is given
by,

_ : 2 2 2 2 2 2 2 2 2
W, = kpdiag (aTatalA' OTotalsas» ITotalsa,’ ITotalgy? OTotalg,’ ITotalgs? OTotalgs IBa» TBsas

2 2 2 2 2 2 2 2 2 2 2 2
OBspz O-BQl’ GBQz' GBQ3' GBQ4‘ OCpr OCsar OCsaz’ O-CQ1’ UCQZ’ O-CQ3’ O-CQ4)

where a7 is the estimated variance of the in-sample residuals corresponding to each time series. This is
referred to as VAR in the results that follow. The vatiance scaling estimator using the diagonal of the
sample covariance matrix requires fewer error variances to be estimated as compared to sample
covariance estimate for MinT. However, the sample available to estimate each variance is limited to
[T /m]. This will create stability problems with time seties with limited history. Therefore, an alternative
variance scaling estimator was also considered similar to the series variance scaling estimator introduced
by Athanasopoulos et al. (2017). This assumes a common variance within the same temporal aggregation
level in each of the cross-sectional nodes. This assumption is not unreasonable as the base forecast
errors within the same aggregation level are for the same series in that particular frequency (i.e., semi-
annual or quarterly). For example, the resulting estimator W, for the cross-temporal hierarchy of the
Figure 4 is given by,

_ : 2 2 2 2 2 2 2 2 2
Wy = kpdiag (UTotalA' OTotalsy» OTotalgsr OTotalyr OTotaly’ ITotalg’ ITotalg’ OB 4» OBsar
2 2 2 .2 2 .2 _2 2 2 2 2 2
O-BSA' O-BQ’ UBQ' JBQ' O-BQ' O-CA: O-CSA’ UCSA’ UCQ' O-CQI UCQ' O-CQ)

i.e., four quarterly forecast error variances for each year for each series will be replaced by one common
quarterly forecast error variance, and two semi-annual forecast error variances for each year for each
series will be replaced by one common semi-annual forecast error variance. This is referred to as SVAR
in the results that follow. The shrinkage MinT estimator for the cross-temporal hierarchy can be
computed as explained in Section 3.8. For example, the diagonal target matrix Wy which comprises of
diagonal elements of in-sample one-step ahead forecasts residual matrix Wy for the cross-temporal
hierarchy of Figure 4 is given by,
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17 — : 2 2 2 2 2 2 2 2 2
W1D - dlag (O-TotalA’ O'Totalsmv GTotal_gAz’ O'TotalQl' O-Totalqzl O-Totale UTotalQ4v GBAv O'BSAy

GBZSAZ' U§Q1‘ UéQz‘ Ung‘ 032(24' GCZA‘ GC25A1' UCZSAz‘ O'ng, GCZQZ' O'CgQ3‘ O-(?Qz})
The shrinkage intensity parameter A was estimated using the method proposed by Schifer and Strimmer
(2005) which is implemented in the SHIP package (Jelizarow and Guillemot (2015)) for R (R Core Team
(2020)). This is referred to as Shrk in the results that follow.
The sample covariance estimator for MinT was not considered for cross-temporal hierarchy. Even
though it is straight forward to apply, estimates are highly unstable with the increasing dimensionality.

4. Results and discussion

GDP is the total value of goods and services produced within the boundaries of a country in a particular
period. The System of National Accounts (SNA) (European Commission, International Monetary Fund,
Organisation for Economic Co-operation and Development, United Nations, and World Bank (2009))
presents an internationally agreed standard set of recommendations on how to compile measures of
economic activity including GDP. As defined in this framework, “GDP is derived from the concept of
value added. Gross value added (GVA) is the difference between output and intermediate consumption.
GDP is the sum of gross value added of all resident producer units plus that part (possibly the total) of
taxes on products, less subsidies on products, that is not included in the valuation of output.” Based on
this methodology there are three approaches of computing GDP, which are: the Production approach,
Income approach, and Expenditure approach. These approaches compute GDP as an aggregate of
various economic variables. This forms a natural cross-sectional hierarchy. Thus, using a hierarchical
approach to forecasting will enable us to improve forecasting accuracy, preserve coherency of the
forecasts as well as provide aligned information on the contributors of the forecasts generated.

4.1. Sri Lankan GDP

Sri Lankan National Accounts are currently compiled by the Department of Census and Statistics (DCS) in
compliance with guidelines given in SNA 2008 using 2010 as the base year. This case study uses the production
approach of GDP by economic activity at constant prices from 2010-Q1 to 2019-Q4. I restrict my attention to
the Production approach which is also known as the Output approach as it presents the supply-side
decomposition of value added by economic activities. It allows the tracking of the overall performance of the
whole economy. This approach provides data for the analysis of the productivity of each economic activity and
changes in the structure of the economy. Furthermore, it allows policy makers to analyse the performance of
specific economic activities against the industry averages (Viet (2009))

GDP is defined by the production approach as the sum of the GVA at basic prices of all resident producers plus
taxes on products payable less subsidies on products receivable (European Commission, International Monetary
Fund, Organisation for Economic Co-operation and Development, United Nations, and World Bank (2009)).

GDP = GVA at basic prices + all taxes on products — all subsidies on products  (9)

The GVA is an aggregated value added based on value added generated by economic activities which
are classified according to Sri Lanka Standard Industry Classification based on International Standard
Industry classification - Rev.4.
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The most detailed dissemination table provides 48 economic activities which are categorised into 3 main
streams: 16 activities related to Agriculture, forestry and fishing activities, 17 activities related to Industry
activities and 15 activities relating to Services activities.

Figure 5: Hierarchical structure of the income approach for GDP
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Note: The Pink cell contains GDP which the most aggregated series purple cells contain intermediate-level series and blue cells
contain bottom-level seties.

Figure 5 shows the full hierarchical structure capturing all components aggregated to form GDP using
the production approach. This hierarchy has three levels. The most aggregated top-level of the hierarchy,
which is level 0, comprises of the GDP. Level 1 comprises of GVA generated by three main activities
and the component tax less subsidies. The bottom level has 50 series. Thus, in total this hierarchy has
n = 55 series. These are summatised in Table 1.

Figure 6 shows some of the time series in the production approach. The top panel shows the most
aggregated time series which is the total GDP as well as, Level 1 series namely: Agriculture, Industry
and Services activities along with the component of taxes less subsidies on products (TaxLessSubsi).
The bottom panel shows some selected series in the most disaggregated bottom level. Each series shows
diverse dynamics with some series showing prominent seasonality while others simply showing a trend.
This highlights the need to account for the different dynamics observed to produce a better model for
forecasting each series.

Table 1: Number of time series per level of hierarchy

Hierarchy Number of series
Level 0 (top-level) 1
Level 1 4
Level 4(bottom-level) 50
Total 55

16



Cross—Temporal Coherent Forecasts for Gross Domestic Product

Figure 7 plots the same hierarchy as in Figure 6 but now in the annual frequency. As expected, series
are now much smoother with a prominent trend, as seasonality is filtered out. Therefore, different
temporal aggregation levels capture different features of the times series. Thus, these features could be
extracted to improve forecast accuracy with temporal reconciliation. The cross-sectional reconciliation
will enable to extract diverse dynamics of each of the series within the hierarchy. Moreover, using cross-
temporal reconciliation will enable to extract these diverse signals from both cross-sectional and

temporal dimensions to improve overall forecast accuracy.

4.2. Empirical application methodology

The data are quarterly from 2010-Q1 to 2019-Q4. As an only limited history is available, the last 8
quarters (2 years) will be considered as the test set to evaluate the forecast accuracy of competing
approaches and to identify the potential of cross-temporal reconciliation to improve forecast accuracy.
The cross-temporal structure is not currently supported in an R package. Thus, I expand on the base
implementations of cross-sectional hierarchical structure facilitated in the fpp3 package (Hyndman,
Athanasopoulos, and O’Hara-Wild (2020)) for R (R Core Team (2020)). The code developed for this
can be shared if requested.

Figure 6: Time plots for series from different levels of production approach hierarchy in

quarterly frequency
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4.3. Forecasting models

The first step in forecast reconciliation is to obtain base forecasts for all the series in the hierarchy. The
cross-sectional aggregation structure comprises 55 series and with 3 temporal aggregation levels. Thus,
the cross-temporal hierarchy has 55 X 3 = 165 different series. To develop base forecasts for each of
these I consider, two classes of forecasting models namely ExponenTial Smoothing (ETS) and
AutoRegressive Integrated Moving Average (ARIMA) models as implemented in the ARIMA and ETS
functions in the fable package (Hyndman, Athanasopoulos, and O’Hara-Wild (2020)) for R (R Core
Team (2020)). The appropriate ETS and ARIMA models ate chosen by minimising the Akaike
Information Criterion (AIC) corrected for small sample sizes.

ETS models are commonly used in empirical research as they perform well with limited data and are
relatively simple to build (Kourentzes and Athanasopoulos (2019)). ETS captures time series as the total
of four fundamental components of a time series which are level, trend, seasonality, and the error
process, where these components are combined additively or multiplicatively. Forecasts produced using
exponential smoothing methods are weighted averages of past observations, with the weights decaying
exponentially as the observations get older. ARIMA models aim to describe the autocorrelations in the
data as opposed to ETS models which are based on a description of the trend and seasonality in the
data. The Autoregressive component of the ARIMA model captures the habitual elements in the time
series by regressing the variable of interest using a linear combination of past values of the vatiable after
the series is difference as required to make it stationary. The moving average component regresses the
variable of interest using a linear combination of past forecast errors of the stationary time series to
smooth out the inherent noise in the data (Hyndman and Athanasopoulos (2018)).

For this application ETS forecasts were on average more accurate than the ARIMA forecasts (Refer
AppendixA.2 TableA.4 to TableA.6) and using ARIMA models had minimal impact on conclusion of
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this study. Thus, I will only present the results obtained using ETS models. The results obtained for
ARIMA models are given in AppendixA.3 TableA.7 to TableA.9.

Apart from these univariate models, other sophisticated multivariate models such as VAR models or
indicator based regression type models can also be used for specific series to generate these base
forecasts as its completely flexible and independent of the reconciliation methodology which is an
advantage of forecast reconciliation.

The base forecasts do not adhere to the aggregation constraints in the cross-temporal hierarchy, and
they also do not consider information available in other temporal or cross- sectional aggregation levels.
Hence, cross-temporal coherent forecasts are generated reconciling the base forecasts as per the
reconciliation Equation 3. The cross-temporal summation matrix was compiled according to the process
explained in Section 3.11. The cross-sectional GDP hierarchy as summarised in Tablel has n = 55 series
in total with m = 50 bottom-level series. Thus, the cross-sectional summation matrix is of order 55 X
50. As the series are observed in quarterly frequency the corresponding temporal summation matrix will
be a matrix of order 7 X 4. Therefore, the corresponding cross- temporal summation matrix complied
by taking the kronecker product of cross-sectional and temporal summation matrices will be a large
matrix of order 385 X 200 with m = 200 bottom-level series.

The first set of cross-temporally coherent forecasts were generated using the bottom-up method which
only use the information from the bottom-level of the hierarchy. This is referred to as BU in the results
to follow and provides the natural benchmark to assess the benefit of generating forecasts at all
aggregation levels (Athanasopoulos et al. (2017)). Three sets of alternative reconciled forecasts were also
generated using OLS reconciliation (OLS), Structural scaling (Struc) and the Series Variance scaling
(SVAR). The Variance scaling estimator and Shrinkage covariance estimator were also used but due to
limited length of the series, forecasts error variances estimated for certain series were close to zero and
it created problems in using these approaches. Reconciled forecasts were also computed using only

cross-sectional reconciliation to compare the accuracy gain of using cross-temporal reconciliation.

4.4. Forecast accuracy evaluation

The forecast accuracy was evaluated using Mean Absolute Percentage Error (MAPE), Root Mean Square
Error (RMSE) and Mean Absolute Error (MAE). Several accuracy measures are considered in this
empirical application to calibrate the results and to evaluate whether forecast performance depends on
the accuracy measure used. For a particular series j in a particular aggregation level, for h-steps ahead
forecast:

1—h
RMSE; = _24 i — 9ij)? C)]
h =1
h
1 ~
MAE; =+ ) |yi; = 93 (10)
i=1
1" |100(y;: — 9.
MAPE; = _Z M (11)
h i=1 Vii
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where Y and ¥y are actual and forecast values for the series j in the period i. RMSE and MAE are
the most commonly used accuracy measures, but they have the disadvantage of being scale dependent.
However, they are useful in evaluating different methods applied to the same data set. MAPE has an
advantage of being independent of scale and frequently used to compare the forecast accuracy of
different data sets (Hyndman and Athanasopoulos (2018)). There are also certain issues in MAPE such
as being unidentified or infinite if y;; is zero or close to zero, assuming a meaningful zero and imposing
a heavier penalty on positive errors than on negative errors (Hyndman and Koehler (2006)). However,
in this application ¥;; has a meaningful zero and it is not close to zero. Further, over estimation of
growth may be more harmful than under estimation so imposing heavier penalty on positive errors can
be justifiable. The summary accuracy measures in the tables that follow are the arithmetic mean of
these accuracy measures calculated for each of the time series in the dimension considered.

It is common in the forecasting literature to express the accuracy measures in terms of a skill score

(Wheatcroft (2019)), which is defined as,

Kill A g
ski SCOTe_Ap—Ar (12)

where Ay, is the value of the accuracy measure if the outcome is known perfectly and Ay and A, are
the values of the accuracy measure using the method of interest and reference method, respectively.
Ay, is zero for the forecast accuracy measures considered in this application and incoherent base
forecasts are taken as the reference forecasting method. Skill score can be interpreted as the proportional
increase in accuracy of the forecasting method of interest compared to base forecasts. Thus, if the skill score is
positive, it represents an improvement in forecasting accuracy over the base forecasts while negative values
represent a detetioration. The summary measures in the tables that follow are the skill scores calculated based
on arithmetic mean of the accuracy measures in the dimensions considered.

4.5. Results

Table 2 summarises the skill scores calculated based on average MAPE of the all cross- sectional series
in the temporal dimension considered, where MAPE was computed based on forecasts up to and
including the forecast horizon h. The results are presented for the complete hierarchy, bottom-level
series, and top-level series (i.e., GDP) separately. Furthermore, results are presented for each temporal
aggregation level (i.e., annual, semi-annual, and quarterly) separately together with an average measure
across all temporal aggregation levels. The incoherent base forecasts were taken as the reference
method. The Table 2 summaries the resulting skill scores of coherent forecasts obtained from the
classical method bottom-up and the reconciliation methods. It should be noted that for cross- sectional
reconciliation VAR referred to Variance scaling (Refer Section 3.5) and in cross- temporal
reconciliation SVAR refers to Series variance scaling (Refer Section 3.11). The measures are
summarised for cross-sectional and cross-temporal reconciliation separately to evaluate the accuracy
gains of using cross-temporal reconciliation. The colored cells show the best performing method in
cach row (ie., the temporal aggregation level). The darker the shade, the higher the improvement across the
temporal aggregation levels. Skill scores calculated based on MAE and RMSE are given in Appendix A.1
Table A.2 and Table A.3. The conclusion based on these measutes was also similar to that of MAPE.
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The first panel refers to results summarised over all series, the second panel refers to top-level GDP
series, and the last panel refers to the bottom-level. Reported figures are skill scores computed based
on average MAPE over the entire test set of h=1 to 8. A positive (negative) entry shows a relative
improvement (loss) over the base incoherent forecasts. Skill scores are summarized for cross-sectional
and cross-temporal reconciliation separately to evaluate the accuracy gains of using cross-temporal
reconciliation. The coloured cells show the best performing method in each row (i.e. the temporal
aggregation level). The darker the shade, the higher the improvement across the temporal aggregation
levels. Skill scores calculated based on MAE and RMSE are given in Appendix A.1 TableA.2 and
Table A.3. The conclusion based on these measures was also similar to that of MAPE.

Table 2: Skill scores for point forecasts from alternative methods (with reference to incoherent
base forecasts) using MAPE for Sri Lankan production approach

All-levels

Cross-Sectional Cross-Temporal
Temporal level h  BU OLS  Struc VAR BU OLS Struc SVAR
Annual 2 000 042 -0.11 001 013 0.24 008 047
Semi-annual 4 0.02 -1.86 -1.24 0.02 0.1 -0.44 -0.13 0.16
Quarterly 8 0.01 -2.00 -0.99 0.00  0.01 -0.72 -0.37 0.04
Average 0.01 -1.47 -0.80 0.00  0.08 -0.48 -0.15 0.12
Top-level
Cross-Sectional Cross-Temporal
Temporal level h  BU OLS Struc VAR BU OLS Struc SVAR
Annual 2 005 0.00 0.02 004 088 0.57 076 111094
Semi-annual 4 0.72 -0.02 0.37 0.52 0.75 0.18 0.54 0.89
Quarterly 8  -0.40 0.01 0.16 017 -0.40 -1.55 -0.54 0.28
Average 0.16 -0.01 0.12 0.15 0.71 0.23 0.56 0.86
Bottom-level
Cross-Sectional Cross-Temporal
Temporal level h  BU OLS Strue VAR BU OLS Struc SVAR
Annual 2 000 0.4 012 -001 010 0.27 005 015
Semi-annual 4 0.00 -1.95 -1.30 0.01 0.09 -0.47 -0.15 0.14
Quarterly 8 0.00 -2.06 -1.03 -0.01 0.00 -0.74 -0.39 0.03
Average 0.00 -1.53 -0.85 0.00 0.06 -0.51 -0.18 0.11

First, we compare cross-sectional reconciliation with cross-temporal reconciliation. It can be clearly
seen from the Table 2, that in general using cross-temporal reconciliation has improved the forecast
accuracy in all the cross- sectional and temporal levels considered irrespective of the reconciliation
method. It shows that extracting and sharing information from different temporal aggregation levels
to supplement the signals extracted from the cross-sectional hierarchy improves the forecast accuracy
of all the reconciliation methods considered. As shown in Figure 5 and Figure 6 the seasonal
component of the series dominates at quarterly frequency, possibly concealing the trend when it comes
to model selection and estimation. At the annual level trends become dominant but estimation
efficiency will be low due to limited sample size. Therefore, using temporal aggregation with cross-

sectional aggregation will extract seasonal information and estimation efficiency to annual level and
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extract the trend information from annual level to the quarterly level. Thus, cross-temporal
reconciliation gives a better view of the data in different angles which allows to bring in more
information and improve the overall forecast accuracy.

The strength of cross-temporal reconciliation is not limited to accuracy gains. Another gain is the cross-
temporally coherent forecasts which align the decision making and provide transparency within the
organization. The short term view will align with the long term view while the disaggregated activity
level forecasts will align with the country level GDP forecasts. This will facilitate consistent, transparent
and align policy implementation.

It is interesting to note that, although all cross-temporal reconciliation alternatives perform better than
cross-sectional reconciliation, cross-temporal SVAR reconciliation forecasts are consistently the most
accurate in every scenario considered. Further, all the skill scores of SVAR forecasts are positive
indicating that these are more accurate compared to the incoherent base forecasts, which is taken as
the reference method. In general, OLS and Struc have failed to perform better than the conventional
bottom-up method and even worse than the incoherent base forecasts for this application. However,
it is noteworthy to highlight that accuracy gains are positive for OLS and Struc if performance is
evaluated based on MAE and RMSE (refer AppendixA.1 TableA.2 and TableA.3). According to Table
2 the accuracy of OLS and Struc based on MAPE are worse at the bottom-level series, this was not
evident in the skill scores based on RMSE and MAE. Therefore, there is some indication that OLS and
Struc are performing relatively poortly at some low base series in the bottom level which result in overall
loss in accuracy when evaluated based on MAPE.

The results are also disaggregated to top-level and bottom-level of the hierarchy for further
investigation. These results are presented in the 2nd and the 3rd panels of Table 2. The accuracy gains
of the top-level are higher than the bottom level. This indicates that additional information received at
the top-level from the bottom level is arguably more influential than the additional information
received at the bottom level.

5. Conclusion

This study investigates a direct cross-temporal hierarchical forecasting approach specifically in a
macroeconomic setting relating to the forecasting of GDP. The main aim was to produce a set of
forecasts which are cross-temporally coherent so that it will facilitate aligned policy decisions directed
towards a one number forecast. This study proposes a direct approach in combining cross-sectional
reconciliation and temporal reconciliation to get the maximum information available in the hierarchical
structure as an alternative method to the two-step approach introduced by Kourentzes and
Athanasopoulos (2019).

The results of the empirical applications revealed that cross-temporal reconciliation can further
improve the forecasting accuracy obtained through cross-sectional reconciliation. This can be
attributable to the valuable information provided by temporal hierarchies within the cross-sectional
structure. As highlighted by Athanasopoulos et al. (2017) the source of forecast improvement in using
temporal hierarchies is that it can strengthen the signal to noise ratio and reduced outlier effect at the
aggregated lower frequencies of the time series, while mitigating loss of information and estimation
efficiency at higher frequencies. Accuracy gains are greater for the top-level single series GDP
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compared to the bottom-level series. In addition, gains received at the lower frequencies are higher
than the gains received at the higher frequencies.

Evaluation of alternative reconciliation methods revealed that cross-temporal SVAR, which is the
series variance scaling reconciliation method yields the highest improvement in forecast accuracy in
forecasting the Sri Lankan GDP.

Cross-temporal reconciliation aligns decisions within an organization towards one number. Temporal
reconciliation aligns short term forecasts with more strategic long term forecasts. Cross-sectional
reconciliation will align the view of the decision makers at different levels within the hierarchy. This is
possible as reconciliation methods are model free, so judgmental forecasts produced at strategic levels
can also be combined with data driven forecasts at more operational bottom-level in a transparent data
driven method. It should be highlighted that this feature is not available with the classical bottom-up
method. Furthermore, this will facilitate the alignment of the overall policy direction. This is very
important specifically in GDP forecasting as policy decisions should be taken to direct the country
towards one direction. To achieve this objective, short-term forecasts should align with long term
forecasts. In addition, forecasts of the disaggregated economic activities should also align with the
overall GDP forecasts.

In developing cross-sectional forecasts within the GDP hierarchy, reconciliation methods provide the
benefit of using different models for different scenarios as the concept is independent of models used.
This gives the opportunity to combine different specialised or in other words judgmental forecasts for
certain economic activities with data driven sophisticated forecasting models. This is an advantage as
for some disaggregated economic activities and at lower frequencies, availability of data or indicator
variables will be limited to develop multivariate models. This ability to reconcile different views in a
transparent method to enhance efficiency in managerial decision making is the main outcome of this
cross-temporal reconciliation approach. In addition, the concept of forecast reconciliation involves
forecasting GDP through disaggregated economic activities. This has an additional benefit over direct
GDP forecasting which is commonly used in GDP forecasting literature as it has the ability of
identifying economic activities which contributed to the overall projected GDP growth. Thus,
policymakers can identify any issues at the bottom-levels and design specialised policies to address
them.
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Appendices
Table A.1: Detailed Economic activities in Production Approach
Variables Detailed economic activities Main Activity

GdpGvaAgriCereal Growing of Cereals (except rice) Agriculture, Forestry and Fishing
GdpGvaAgriRice Growing of Rice Agriculture, Forestry and Fishing
GdpGvaAgriVege Growing of Vegetables Agriculture, Forestry and Fishing
GdpGvaAgriSugar Growing of Sugar cane, tobacco and other non-perennial crops  Agticulture, Forestry and Fishing
GdpGvaAgrFruits Growing of fruits Agticulture, Forestry and Fishing
GdpGvaAgriOle Growing of Oleaginous Fruits (Coconut, king coconut, Oil Agticulture, Forestry and Fishing

palm)
GdpGvaAgtiTea Growing of Tea (Green leaves) Agticulture, Forestry and Fishing
GdpGvaAgriBeve Growing of other beverage crops (Coffee, Cocoa Agticulture, Forestry and Fishing
GdpGvaAgriSpice Growing of spices, aromatic, drug and pharmaceutical crops Agriculture, Forestry and Fishing
GdpGvaAgriRubb Growing of rubber Agriculture, Forestry and Fishing
GdpGvaAgtiPere Growing of other perennial crops Agticulture, Forestry and Fishing
GdpGvaAgriAni Animal Production Agticulture, Forestry and Fishing
GdpGvaAgriPlant Plant propagation and agricultural supporting activities Agticulture, Forestry and Fishing
GdpGvaAgriForest Forestry and Logging Agticulture, Forestry and Fishing
GdpGvaAgriFishMarine Marine fishing and Marine Aquaculture Agticulture, Forestry and Fishing
GdpGvaAgriFishInland Fresh water fishing and Fresh water Aquaculture Agriculture, Forestry and Fishing
GdpGvalndMin Mining and quartying Industry
GdpGvalndManuFood Manufacture of food, beverages and Tobacco products Industry
GdpGvalndManuText Manufacture of textiles, wearing apparel and leather related Industry

products
GdpGvalndManuWood Manufacture of wood and of products of wood and cork, except  Industry

furniture
GdpGvalndManuPaper Manufacture of paper products, printing and reproduction of Industry

media products
GdpGvalndManuCoke Manufacture of coke and refined petroleum products Industry
GdpGvalndManuChemi  Manufacture of chemical products and basic pharmaceutical Industry

products
GdpGvalndManuRubb Manufacture of rubber and plastic products Industry
GdpGvalndManuNonmet ~ Manufacture of other non- metallic mineral products Industry
GdpGvalndManuMetal Manufacture of basic metals and fabricated metal products Industry
GdpGvalndManuMachin ~ Manufacture of machinery and equipment Industry
GdpGvalndManuFurni Manufacture of furniture Industry
GdpGvalndManuOther Other manufacturing, and Repair and installation of machinery ~ Industry

and equipment
GdpGvalndElectri Electricity, gas, steam and air conditioning supply Industry
GdpGvalndWater Wiater collection, treatment and supply Industry
GdpGvalndSewerage Sewerage, Waste, treatment and disposal activities Industry
GdpGvalndCons Construction Industry
GdpGvaSerWhole Wholesale and retail trade Services
GdpGvaSerTrans Transportation of goods and passengers including Warehousing ~ Services
GdpGvaSerPostal Postal and courier activities Services
GdpGvaSerAccom Accommodation, Food and beverage service activities Services
GdpGvaSerProgram Programming and broadcasting activities and audio video Services

productions
GdpGvaSerTele Telecommunication Services
GdpGvaSerIT IT programming consultancy and related activities Services
GdpGvaSerFinancial Financial Service activities and auxiliary financial services Services
GdpGvaSerInsurance Insurance, reinsurance and pension funding Services
GdpGvaSerRealest Real estate activities, Including Ownership of dwelling Services
GdpGvaSerProfess Professional services Services
GdpGvaSerPublicadmin Public administration and defense; compulsory social security Services
GdpGvaSerEdu Education Services
GdpGvaSerHealth Human health activities, Residential care and social work Setvices

activities
GdpGvaSerOtherper Other personal service activities Services
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Table A.2: Skill scores for point forecasts from alternative methods (with reference to
incoherent base forecasts) using RMSE for Sri Lankan production approach GDP

All-levels

Cross-Sectional Cross-Temporal
Temporal h BU OLS  Struc VAR BU OLS Struc  SVAR
level
Annual 2 0.03 0.01 0.00 -0.02 0.53 0.46 0.57 [0
Semi- 4 0.34 -0.08 0.16 0.19 0.36 0.21 0.38 0.45
annual
Quarterly 8 -0.02 -0.08 0.04 0.13  -0.02 -0.15 0.07 0.15
Average 0.07 -0.02 0.05 0.05 0.43 0.34 0.47 0.52
Top-level
Cross-Sectional Cross-Temporal
Temporal h BU OLS Struc VAR BU OLS Struc SVAR
level
Annual 2 -0.05 0.00 0.02  -0.04 0.86 057 0.77 094
Semi- 4 0.74 0.00 0.38 0.52 0.73 0.25 0.59 0.88
annual
Quarterly 8 -0.55 0.01 0.08 0.08  -0.55 -1.33 -0.46 0.11
Average 0.10 0.00 0.07 0.09 0.78 0.44 0.68 0.89
Bottom-level
Cross-Sectional Cross-Temporal
Temporal h BU OLS Struc VAR BU OLS Struc SVAR
level
Annual 2 0.00 0.02 0.02 0.00 0.12 031 0.30 0.20
Semi- 4 0.00 -0.22 -0.09 -0.10 0.02 0.11 0.14 0.09
annual
Quarterly 8 0.00 -0.16 -0.08 0.06 0.00 0.04 0.09 0.09
Average 0.00 -0.07 -0.03 -0.02 0.07 0.21 0.22 0.15

The first panel refers to results summarised over all series, the second panel refers to top-level GDP
series, and the last panel refers to the bottom level. Reported figures are skill scores computed based on
average MAPE over the entire test set of h=1 to 8. A positive (negative) entry shows a relative

improvement (loss) over the base incoherent forecasts.
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Table A.3: Skill scores for point forecasts from alternative methods (with reference to
Incoherent base forecasts) using MAE for Sti Lankan production approach GDP

All-levels

Cross-Sectional

Cross-Temporal

Temporal level h BU OLS Stuc VAR

BU OLS Struc SVAR

Annual 2 -003 001 0.00 -0.02

055 046 058 0%

Semi-annual 4 034 -007 021 018 037 020 038 0.45
Quarterly 8§ 003 -010 013 004 003 -016 0.09 0.17
Average 007 -002 006 004 046 034 048 0.54

Top-level

Cross-Sectional

Cross-Temporal

Temporal level h BU OLS Stuc VAR

BU OLS Struc SVAR

Annual 2 -005 000 -0.02 -0.04

088 057 076 [N0SE)

Semi-annual 4 073 -001 037 052 076 018 055 0.89
Quarterly 8§ -038 001 017 018 038 -156 .55 0.29
Average -0.62 -0.80 -0.67 -0.65 072 024 056 0.86

Bottom-level

Cross-Sectional

Cross-Temporal

Temporal level h BU OLS Stuc VAR

BU OLS Struc SVAR

Annual 2 000 003 002 o001

0.13 0321 031 021

Semi-annual 4 000 -021 -0.08 -007 001 016 016 0.10
Quarterly 8§ 000 -019 -010 004 000 006 032 0.09
Average 0.00 -0.07 -0.02 -0.01 008 024 024 0.16

The first panel refers to results summarised over all series, the second panel refers to top-level GDP
series, and the last panel refers to the bottom level. Reported figures are skill scores computed based
on average MAPE over the entire test set of h=1to 8. A positive (negative) entry shows a relative

improvement (loss) over the base incoherent forecasts.
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Table A.4: Average MAPE for Sri Lankan production approach GDP hierarchy

30

Annoal 3 &R0 GB6 TR TEl 695 600 8RR 633 B9
Semianmuml 4 TEL 751 NE 1708 750 682 1097 B6l  eA2
Quuarterty & TE3 TI ME 84 TR 77 3% 107 75
Average 745 738 83 1344 T4 686 100 856 654

_ARMA

Cross-Sectional Cross-Temporal
Temporallevel b Base gy o1s s VAR BU OLS  Stuc  SVAR
Annual T @85 M4 M8 176 85 635 1518 1108 620
Semianmul 4 T84 TE0 135 1047 BT 685 1678 1213 681
Quurterty & TEO 7T IRES 1484 7@ 7T 1745 1306 TR
Average 850 BS6 1760 1435 BS1 684 165 1209 698

Annual T 42 449 4 435 44 051 18 103 035
Semi.annual 4 235 02 1™ 14 19 05 18 103 038
Quarterly s o7 e LB Le L6l 102 1§ 112 0S3
Average 242 208 244 213 205 0T 186 106 0M

CARIMA

Cross-Sectional Cross-Temporal
Temporallevel  h Base gy o1 Sme VAR BU OLS  Strue  SVAR
Annual T 188 590 185  3M X199 061 0I5 0M L7
Semi-annal 4 214 13 2@ 180 167 06l 031 035 o7
Quarterly s 260 08D 285 %1 175 080 071 067 08
Average M 27 2 23 23 067 0® 042 LTS

Temporallevel  h Base gy o1 Smwe VAR BU OLS  Strue  SVAR

Annual » T8 TI9 3% B 7Y 648 915 6E2  G13
Semi-annual 4 EDE  BD6 U5 1858 RG2 736 1LE 931 681
Quarterly § AW R JME 1699 A4 B 4% 1le2 &0
Average 7E7  7ET 1942 1453 790 740 118 935 7

_ARBA

Cross-Sectional Cross-Temporal
Temporallevel b Base gy o1g s VAR BU OLS  Struc  SVAR
Annual 31057 1087 M0 1840 LIS 675 168 1205 Gid
Semi.annual 4 B3 B3 145 111 B 74l 18R 13N 741
Quarterly 8§ &M EM 41 1618 E48 B3 1906 1420 B
Average ape 08 1905 1550 807 750 1798 1315 748

The: 152 and Ind pancls refiers to results summarised over all series for ETS and ARIMA models wiely,
the 3rd and 4th panel refers to results summarised over the top-level GDF series for ETS and ARIMA models
respectively, and the Sth and 6th panels refers to the battom level results summary for ETS and ARIMA models
Tespect figures are average MAPE of the all cross-sectional series in the level considered, whene
MAPE was computed based on forecasts up to and induding the forecast horizon b Bold figures are the lowest
errar in the panel.
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Table A.5: Average RMSE for Sri Lankan production approach GDP hierarchy

Cross-Sectional Cross-Temporal

Temporallevel b Bam gy OLS  Stuc VAR BU  OLS  Stue  SVAR
Annual 1 22 29 242 Mk 2615 1202 1373 1080 887
Semianmual 4 1037 685 1105 S&7 B35 668 817 643 5T
Cuarterly 8 417 435 448 40 364 438 478 388 355
Average 1330 1246 1389 1378 127 TeE AR89 TA7  A39

Cross-Sectiomal Cross-Tempaoral
Temporallevel  h  Base gy OLS  Sruc VAR BU OLS  Struc  SVAR
Annual 1 ‘e na BB OBM MM T 1315 03 1M
Seeni-annual 4 1044 60 1043 970 wed BT 729 583 43
Cuarterly & 52 245 545 e FE T 438 3465 381
Average 127 1823 1280 1237 1201 AS3 [E 657 7.30

Cross-Sectional Cross-Temporal
Temporallevel b Bam gy OLS  Stuc VAR BU  OLS  Stue  SVAR
Annaal 3 4314 45423 4B4K1 4403 45063 5039 18476 10134 ME3
Semiannual 4 12282 3181 12231 7589 BR38 G0 9238 5089 1459
Quarterly B 203 350 W76 1935 1945 3250 4893 3071 1864
Average 19266 17285 19262 ITRT2  17R14 4163 10BES 6098 2009

Cross-Sectional Cross-Temporal
Temporallevel b Bam gy OLS  Swmuc VAR BU  OLS  Stue  SVAR
Annaal 3 19875 SOL06 MR 9% 303 @43 143 2867 TRED
Semiannual 4 11806 7218 11569 9963 9243 384 1647 1907 4114
Quarterly 8 7R 507 TR A& 4953 0R07 1959 1963 J6EE
Average 12045 22947 13007 16098 15477 4015 1682 2249 4RG4

Cross-Sectional Cross-Temporal
Temporallevel  h Bae gy OLS  Swuc VAR BU  OLS  Stue  SVAR
Annaal 3 1067 1067 1044 1045 1064 938 740 748 BSI
Semiamnual 4 527 527 &4l 576 57 Bi6 467 452 478
Quarterly § 295 295 344 AI9 278 245 2B 2W 268
J— 630 630 &7 A4S 64D BE3 497 48 533
Cross-Sectiomal Cross-Tempaoral
Temporallevel b Bam gy OLS  Stuc VAR BU  OLS  Stue  SVAR
J— 3 1308 1308 1aM 1178 1312 TFE 977 843 B3
Sembannual 4 610 610 &3 G188 &35 445 537 473 AT
Quarterly B 265 265 297  2s) 298 265 344 274 L7
Average 728 728 TAS &S 74 4% 606 53 529

The 15t and 2nd panels refers to results summarised over all series for ETS and ARIMA models respectively, the 3rd and
dth A reders bo results summarised over the top-level GDF series for ETS and ARDA models nespectively, and the Sth

aﬂlgamkmluslnﬁrhm level results summary for ETS and ARIMA models respectively Reported fgares are
aveTage of the all cross-sectional series in the level considened, where RMSE was computed based on forecasts up
to and inchuding the fonecast horizon h.Bald figures ane the lowest error in the panel.
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Table A.6: Average MAE for Sri Lankan production approach GDP hierarchy

Cross-Sectional Cross-Temporal
Temporallevel  h  Base gy OIS Struc VAR BU  OLS  Stuc  SVAR
Arnual 2 Mes M M41 M8 /I 1M BB e 9w
Semi-annual 4 am a12 @98 T  7e4 587 741 a2 508
Quarterly 8 A% 348 360 09 342 345 413 A28 298
Average 128 1isd 1297 L7 207 678 A3 &M &Ml

Cross-Sectional Cross-Temporal
Temporallevel b Base gy OLs  Suc VAR BU  OLS  Stuc  SVAR
Annual 2 2 B4s mM MBI NBEF 47 12TF 98 1090
Semi-annual 4 am 765  @E2  BT? 866 499 &M 518 575
Qarterly 8 43 294 468 380 392 294 Ae§ A0 AN
Average 118)  14% 118 1148 1205 580 771 595 643

Cross-Sectiomal Cross-Temporal
Temporllovel b Base g OlS  Swuc VAR BU  OLS  Stuc  SVAR
Annual 3 41987 4061 456 42679 43690  S031 18144 10079 2467
Semiannual 4 11123 2959 1271 6986 S49 2695 G072 S0 1233
Quarterly 8 1788 M3 1760 1475 1455 MM £33 ¥H 125
Average WLST 16485 1SEE2 17046 16831 2879 FTT 4443 1M

Cross-Sectional Cross-Temporal
Temporallevel  h  Base gy OIS Struc VAR BU  OLS  Stuc  SVAR
Arnual 2 iBMes RS I3 M7E3 3G9 5993 W3 M4 D
Semi-annual 4 WAET Sl AN BRN) K66 2997 &) 17X a5d1
Qarterly 8 G4®  19% 263 4718 4301 1936 ITE 183 2051
Average 1839 X0l 1906 I5L4D 632 3642 1580 1903 4195

Cross-Sectional Cross-Temporal
Temporallevel b Base gy OLs  Suc VAR BU  OLS  Stuc  SVAR
Arnual 2 W0 9ee M4 W17 890 T 712 810
Semi-annual 4 4T 474 ST B4 09 469 A% A% 47
Qarterly 8 28 28 AN 278 241 2R 3 2:m 23
Average R4 SB4 &M B9  GE9  BX7  4dé 445 489

Cross-Sectiomal Cross-Temporal
Temporllevel b Base g Ols  Swuc VAR BU  OLS  Stuc  SVAR
Annual 3 128 128 1248 1130 1260 730 440 B3 786
Semi-annual 4 559 5859 SE7 568 584 386 4SS 429 426
Quarterly 8 2 218 25 1% 249 219 25 1® 2M
Average 679 A79 A% GdS 701 442 SE 48T 4

The 15t and 2nd pancls refers to resalts summarised over 2ll series for ETS and ARIMA models respectively, the 3rd and
4ﬂlparulm‘ushum|ﬂlsﬂunmamedm-erﬂ|c bevel COP series for ETS and ARTRMA mudclimipcmel}',and th Sth
and éth refers to the bottom level results summary for ETS and ARIMA models respectively.Reported figures ane
average MAE of the all ooss-sectional series in the level considened, where MAE was computed based on forecasts up to
anad including the forecast horizeon b Bold figures are the lowest error in the panel.
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Table A.7: Skill scores for point forecasts from alternative methods (with reference to incoherent base
forecasts) using MAPE for Sri Lankan production approach GDP with ARIMA models

All-levels
Cross-Sectional Cross-Temporal
Temporal level h BU OLS Struc VAR  BU OLS Struc  SVAR
Annual 2 -0.02 106 -0.77 004 037  -0.53 0.1 [N0B8
Semi-annual 4 0.02 -0.71 -0.32 -0.02 014 -1.11 -0.53 0.13
Quarterly 8 0.02 -1.39 -0.89 -0.01 0.02 -1.24 -0.66 0.01
Average 0.00 -1.05 -0.67 0.01 019 -0.92 -0.41 0.19
Top-level
Cross-Sectional Cross-Temporal
Temporal level h BU OLS Struc VAR BU OLS Struc SVAR
Annual 2 214 -0.04 072 -070  0.68 [H092 0.87 0.62
Semi-annual 4 0.38 0.02 016 022 071 | 0.85 0.84 0.67
Quarterly 8 0.69 0.03 027 033  0.69 = 0.73 0.74 0.69
Average -0.21 0.01 -0.05 0.00 070  0.82 0.81 0.66
Bottom-level
Cross-Sectional Cross-Temporal

Temporal level h BU OLS Struc VAR  BU OLS Struc  SVAR
Annual 2 000  -1.10  -0.81 004 036  -0.56 <014 [N0%37
Semi-annual 4 0.00 -0.74 -0.34 -0.03 011 -1.18 -0.58 0.11
Quarterly 8 0.00 -1.45 -0.94 -0.02 0.00 -1.30 -0.70 -0.01
Average 0.00 -1.10 -0.71 0.00 017  -0.98 -0.45 0.18

The first panel refers to results summarised over all series, the second panel refers to top-level GDP
series, and the last panel refers to the bottom level. Reported figures are skill scores computed based on
average MAPE over the entire test set of h=1 to 8. A positive (negative) entry shows a relative
improvement (loss) over the base incoherent forecasts.
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Table A.8: Skill scores for point forecasts from alternative methods (with reference to incoherent
base forecasts) using RMSE for Sri Lankan production approach GDP with ARIMA models

All-levels

Cross-Sectional Cross-Temporal

Temporal level h BU OLS Struc VAR BU OLS Struc SVAR

Annual 2 -048 001 -0.01 -008 [0B5 042 085 049
Semi-annual 4 0.18  -0.02 0.07 008 045 0.30 0.44 0.38
Quarterly 8 030 -0.05 0.10 009 030 0.17 0.30 0.25
Average -0.19 0.00 003 -0.01 049 035 0.49 0.43
Top-level
Cross-Sectional Cross-Temporal

Temporal level h BU OLS Struc. VAR BU OLS Struc  SVAR

Annual 2 -1.97  -0.03 -0.66  -0.62  0.68 - 0.86 0.60
Semi-annual 4 0.39 0.02 0.15 022 0.73 0.86 0.84 0.65
Quarterly 8 0.65 0.02 0.25 031 0.65 0.73 0.73 0.62
Average -0.77 0.00  -0.24  -020  0.69 0.87 0.83 0.62

Bottom-level

Cross-Sectional Cross-Temporal

Temporal level h BU OLS Strue VAR BU OLS  Struc  SVAR

Annual 2 0.00 0.01 0.10 0.00 - 0.25 0.36 0.36
Semi-annual 4 0.00  -0.04 -0.01 -0.04 027 0.12 0.22 0.22
Quarterly 8 0.00  -0.12 -0.06  -0.12 1 0.00 -0.15 -0.03 -0.05
Average 0.00  -0.02 005  -003 032 0.17 0.27 0.27

The first panel refers to results summarised over all series, the second panel refers to top-level GDP
series, and the last panel refers to the bottom level. Reported figures are skill scores computed based on
average MAPE over the entire test set of h=1 to 8. A positive (negative) entry shows a relative
improvement (loss) over the base incoherent forecasts.
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Table A.9: Skill scores for point forecasts from alternative methods (with reference to incoherent
base forecasts) using MAE for Sri Lankan production approach GDP with ARIMA models

All-levels
Cross-Sectional Cross-Temporal
Temporal level h  BU OLS Struc VAR  BU OLS Struc SVAR
Annual 2 2050 0.01 001 -009 [0B§ 041 0.55 0.50
Semi-annual 4 019 -0.02 0.07 0.08 0.47 029 0.45 0.39
Quarterly 8 033 -0.07 0.11 0.10 033 0.106 0.31 0.26
Average -0.22 -0.01 0.03 -0.02 0.51 035 0.50 0.44
Top-level
Cross-Sectional Cross-Temporal
Temporal level h  BU OLS Struc VAR  BU OLS Struc SVAR
Annual 2 213 -0.04 072 <070 0.68 [1092 0.87 0.62
Semi-annual 4 0.38 0.02 0.16 022 072 0.86 0.84 0.67
Quarterly 8 0.70 0.02 0.27 033 0.70 0.73 0.75 0.68
Average -0.87 -0.01 -0.28 -0.24  0.69 0.87 0.84 0.65

Bottom-level

Cross-Sectional Cross-Temporal
Temporal level h  BU OLS Struc VAR  BU OLS Struc SVAR
Annual 2 0.00 0.01 0.10 0.01 043 025 0.36 0.38
Semi-annual 4 0.00  -0.05 -0.02 -0.04 0.31 0.13 0.23 0.24
Quarterly 8 0.00  -0.16 -0.08 -0.14 0.00 -0.18 -0.05 -0.07
Average 0.00  -0.03 0.05 -0.03 035 0.17 0.28 0.29

The first panel refers to results summarised over all series, the second panel refers to top-level GDP
series, and the last panel refers to the bottom level. Reported figures are skill scores computed based on
average MAPE over the entire test set of h=1 to 8. A positive (negative) entry shows a relative
improvement (loss) over the base incoherent forecasts.
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